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It is generally accepted that the ratio of energy associated with the S-wave (Es) and P-wave (Ep) is dependent on the focal mechanism (Mendecki 2013). In the mining industry, the ratio of S-wave energy to P-wave energy is regarded as an important indicator of the type of focal mechanism, with the ratio being lower for explosive sources and higher for fault slip (Cai et al. 1998, Mendecki, 2013). In pure shear, the Es is considerably larger than Ep (Es/Ep > 20). For the tensile model, Sato (1978) has shown that Ep and Es are approximately equal. Gibowicz et al. (1991) and Gibowicz and Kijko (1994) suggest that when Es/Ep < 10, the source mechanism involves a tensile failure component. Boatwright and Fletcher (1984) suggest pure shear to correspond with Es/Ep > 10. Hudyma and Potvin (2010) suggest that for events with Es/Ep < 3, the mechanism is non-shear.

This paper investigates the Es/Ep ratio parameter and how sensitive it is to different seismic service setups. It will achieve this by investigating the consistency of the parameter for three different scenarios.

INTRODUCTION

It is generally accepted that the ratio of energy associated with the Es/Ep is dependent on the focal mechanism. It is regarded as an important indicator of the type of focal mechanism, with the ratio being lower for explosive sources and higher for fault slip (Mendecki 2013). In the mining industry, this parameter is often used for diagnostic purposes of which some recent examples include Sweby et al. (2006), McGaughey et al. (2007), Wesseloo and Sweby (2008), Reyes-Montes et al. (2010), Disley (2014), McGaughey (2014), Rebuli and Kohler (2014), Abolfazlzadeh et al. (2017), Nordström et al. (2017), Abolfazzlzadeh et al. (2019).

In pure shear, the Es is considerably larger than Ep (Es/Ep > 20). For the tensile model, Sato (1978) has shown that Ep and Es are approximately equal. Gibowicz et al. (1991) and Gibowicz and Kijko (1994) suggest that when Es/Ep < 10, the source mechanism involves a tensile failure component, and Boatwright and Fletcher (1984) suggest pure shear corresponds with Es/Ep > 10. Hudyma and Potvin (2010) suggest that for events with Es/Ep < 3 the mechanism is non-shear.

This paper reports on a systematic study performed to investigate and quantify the consistency and transferability of the Es/Ep ratio. It focuses on three levels of investigation:

- Seismic system comparison: Compares the Es/Ep ratio values for the same events obtained independently by two different seismic systems.
- Service provider comparison: Compares the Es/Ep values obtained from the same waveforms but using different system providers such as IMS and ESG.
- User comparison: Compares the Es/Ep values obtained from the same waveforms using the same software but processed by two different users.
METHODOLOGY

Investigation levels
Seismic system comparison
To investigate the problem of consistency and transferability between different systems, two datasets were obtained from an Australian mine with two different seismic systems recording the same events. This opportunity arose when the mine needed to extend and upgrade their seismic system and, at the time, decided to change from one system provider to another. For a period of 10 months (3 May 2007 to 10 March 2008), both systems were kept operational to record the same events. After associating the events between the two databases, the consistency and transferability of the Es/Ep parameters obtained from the two systems were investigated. The seismic system comparison includes the effects of the different arrays, sensor type, sensor frequency ranges and the software and algorithms employed.

Service provider comparison
To investigate the effect of different algorithms on the Es/Ep parameters, the influence of different system and sensor configurations were eliminated. Waveform data were obtained from an open pit research site Salvoni et al (2016a) and was provided to three different organisations. Two of these organisations are commercial service providers and the other a government sponsored research organisation. The waveforms were provided to each of the organisations to process using their own algorithms and software to locate the events and calculate the source parameters. The results from the three organisations were compiled and compared.

User comparison
To investigate the user level influence on the Es/Ep parameter consistency, waveforms from the same dataset were processed using the same commercially available processing software. As the differences in the results are only due to the different user approaches to the processing and the different user skill levels, the comparison of the results provides a way of quantifying user influence.

Method comparison
For each of the investigated levels, the Es/Ep values obtained from the different datasets are displayed as scatterplots. Also added to these charts is a QQ-plot of the data. The QQ-plot simply plots different independently obtained quantile values from the datasets. The QQ-plot following a 1:1 line indicates that the two datasets have similar statistical distributions but does not imply any correlation. A change in the slope or an offset of the QQ-plot from the 1:1 line indicates a mean systematic slope difference and data offset between the two datasets. To quantify the deviation from the 1:1 line, the slope of the best fit line is calculated, as well as the difference in the mean values for the two datasets (\( \Delta_{\text{mean}} \)).

In addition to these plots, the probability density functions (PDFs) of the Es/Ep values from the different databases are provided, as well as the cumulative density functions (CDFs) of the difference between the Es/Ep values from the different databases. For each of the datasets, the statistical properties are also determined (mean, standard deviation, minimum, maximum and the PDF distribution type).

In principle, if a consistent and quantifiable correlation exists between the two datasets, it would be possible to perform a general transformation from one dataset to another. This would allow an overall statistical comparison between the Es/Ep values obtained from the different systems. To evaluate the transferability between the two databases, we calculate \( R^2 \) and the Pearson’s correlation coefficient (CC).

The \( R^2 \) value is determined from the linear best fit. Dataset 1 is taken as the independent variable whilst Dataset 2 is taken as the dependent valuable, and hence the \( R^2 \) value is calculated as follows:

\[
R^2 = 1 - \frac{\sum(y_{d2} - \hat{y}_{\text{model}})^2}{\sum(y_{d2} - \bar{y}_{d2})^2}
\]
Where:

- \( y_{model} \) is the best linear fit value for the source parameter
- \( y_{D2} \) is the source parameter value of Dataset 2
- \( y_{average D2} \) is the average of the source parameter values for Dataset 2.

Perfect correlation is indicated by \( R^2 = 100\% \), while low values indicate poor correlation.

For the CC, the following equation was used:

\[
CC = \frac{cov(D1, D2)}{\sigma_{D1}\sigma_{D2}}
\]

Where:

- \( cov(D1, D2) \) is the covariance between Database 1, and Database 2
- \( \sigma_{D1} \) is the standard deviation of Database 1
- \( \sigma_{D2} \) is the standard deviation of Database 2.

Perfect positive and negative correlation is indicated with \( CC = 1 \) and \(-1\) respectively, with poorer correlation corresponding with smaller values. A \( CC = 0 \) indicates that no correlation exists.

RESULTS

Seismic system comparison

Data was obtained from two different systems from two different service providers recording the same seismic events. System 1 consisted predominantly of 14 Hz triaxial geophones, whilst System 2 had a denser array and consisted of predominantly uniaxial accelerometers with lower frequency limits of 50 Hz.

In order to understand the impact of this difference better, an association between the events in the two databases is required. The two systems were totally independent and did not use GPS time and, therefore, the event occurrence time differs. Time drift occurred on one or both systems and the time differences between the two systems were not constant. Also, the location of the events between the two systems differed as a result of the different arrays and location algorithms. Differences in system and sensor sensitivity also resulted in not all events being recorded in both databases. For this reason, an analysis was performed to associate events from one database to the other.

For every event in Database 1, all the events in Database 2 within a 100 m distance were obtained and associated with it. In this one-to-many database association, the event closest in time to the Database 1 event was assumed to be the sister event from Database 2. Figure 1a and b show the spatial plots for the final associated sister events from the two systems. A distribution of the difference in time and location is shown in Figure 1c and Figure 1d. Based on this event association, the difference between the \( Es/Ep \) values obtained from the two systems can further be investigated.
Figure 1. (a) and (b) indicate the spatial plots for the two systems; System 1 is indicated by the blue dots and System 2 by the orange dots. (c) histogram of the difference in time between the associated events. (d) the difference in time histogram.

Figure 2a provides a scatter plot of Es/Ep values obtained from the two systems. From the QQ-plot and the scatter plot, it is clear that System 1 generally yielded higher values than System 2 with an offset of 0.24 (Δmean) also visible in the PDFs shown in Figure 2c. Apart from the offset, the PDFs for the Es/Ep values obtained from the two systems have similar shapes. However, there is a lack of correlation between the two datasets with very low R² and Cc values. Figure 2b plots the CDF of the difference between Es/Ep values for the two systems indicating that more than 50% of the events have a difference of more than 10, which would result in different interpretations with current accepted practice (See Section 3.1).
The two systems have very different sensor distributions, and it is acknowledged that comparing a system with primarily uniaxial sensors with a system with predominantly triaxial sensors is not ideal. However, if this is the predominant reason for there being no correlation between the two systems’ data, there will be an improvement in the data for the subsequent scenarios.

**Service provider comparison**

Waveforms recorded by a single system were processed by three service providers each using its own software/algorithms. In this case, the data was collected from an open pit mine microseismic system. More details are provided in Salvoni and Dight (2016), Salvoni et al (2016b). This study is therefore limited to a dataset consisting of smaller events and from a lower stress environment. In this section,
the three service providers are referred to as SP1, SP2 and SP3. Figure 7 shows the total number of events accepted for the three different service providers.

The expectation here is that there should be an improvement in at least the consistency of the $E_s/E_p$ values. Any systematic error that might be introduced due to the sensor array configuration is eliminated from this comparison datasets, as the same databases of seismograms are used.

For all three service providers, velocity models were built based on one calibration blast, consisting of 7 detonations separated by approximately 10 m. SP1 established a homogeneous and isotropic velocity model with P-wave and S-wave velocity ($V_p$ and $V_s$) of 3672 m/s and 2046 m/s respectively. In this case, the possible effect of pit geometry on the seismic wave ray path was not considered. A standard processing method, involving triggered data based on an STA/LTA triggering algorithm was adopted. Waveforms were processed manually.

SP2 employed a two layered velocity model, where part of the pit slope had a $V_p$ and $V_s$ of 3700 m/s and 1960 m/s respectively, and the rest of the pit slope had a $V_p$ of 2900 m/s and $V_s$ of 1550 m/s. The service provider in this case used the recorded continuous data and manually reprocessed all the events. The pit surface was used as a constraint to avoid events being located above the surface of the pit.

SP3 considered a homogeneous isotropic velocity model with a $V_p$ of 3620 m/s and a $V_s$ of 1940 m/s. The model was further refined to consider the possible effect of pit geometry. The algorithm firstly identifies whether the theoretical straight ray path intersects the pit. If this is the case, the algorithm uses a Huygens-Fresnel principle to find the shortest path which doesn’t intercept the pit (Aki and Richards, 2002). The STA/LTA ratio was lower (compared to SP1 and SP2) to ensure a larger number of sensor waveforms were considered for processing which led to a larger event database. Automatic processing of the events was adopted.

![Figure 3. Event count for the three different service providers](image)

**S-Wave to P-Wave energy ratio**

The results of the comparison of $E_s/E_p$ for SP1, SP2 and SP3 are summarised in Figure 4. The scatter plots locate around the 1:1 lines with little or no correlation as evidenced by the R2 values of 6–12%. The PDFs (c) and the QQ-plots (a) following the 1:1 line indicate that the three datasets follow the same type of distribution. However, no correlation between the parameter from the databases exists. In all the cases, almost half of the data have differences greater than 3 whilst the bulk of the data varies between 1 and 10 which will result in different interpretation according to generally accepted and applied practice (See Section 3.1)
Figure 4. Comparison for the three service providers. (a) scatter plots for the different service providers; the blue lines indicate the 1:1 line and the black lines the QQ-plot for the datasets. (b) CDF of the difference between the service providers. (c) PDF for each of the service providers. (d) summary of the PDF properties for each system.

There is virtually no correlation existing for $E_s/E_p$ values. The differences mentioned in this section can only be attributed to the algorithms employed by the different organisations with possible added user effects. It should be noted that, although the same waveforms were provided to different organisations,
depending on the sensors used in the processing of the events, different combinations of waveforms may be included in the calculation of the source parameters for the same event.

**User comparison**

Both the previous study levels included user effects. In this section, only the user effect is quantified. Waveforms from the same system are processed with the same source and location algorithm. The only difference between the two compared datasets is that the waveforms were processed by different users.

User 1 performed processing as a service done on a routine basis without any site knowledge and no personal interest in the data. User 2 is involved with the site, has an intimate knowledge of the site and has a personal interest in the data. User 2 also considers the location of seismic sensors and aims to maximise the number of sensors used.

**S-Wave to P-Wave energy ratio**

Figure 5 summarises the comparison between $E_s/E_p$ for the two datasets. The PDFs and the QQ-plot following the 1:1 line indicate that the two databases have very similar distributions. However, there is virtually no correlation between the two distributions as is evident from the scatter in Figure 5a and the low $R^2$ and $C_c$ values. More than 30% of the data has a difference of greater than five (See Figure 5b), which is high considering the ranges of the parameter. Since this difference is due solely to the different users processing the same waveforms with the same software, this result indicates the diagnostic value assigned to this parameter are not justified.
DISCUSSION

Table I summarises the results for the Es/Ep parameter for the different levels of investigation. The Es/Ep parameter is not transferable at any of the levels of investigation. Although the distribution ranges and shapes are very similar throughout, the direct correlation is weak. The reason for this is...
unclear but it indicates that the calculation of this parameter is sensitive to the introduction of systematic errors at all three study levels. As this parameter is often used as an indicator of source mechanism, a higher degree of robustness in the calculation of this parameter is required.

Table I. Summary of Es/Ep results for each of the scenarios studied

<table>
<thead>
<tr>
<th>Analysis result</th>
<th>System</th>
<th>Algorithm</th>
<th>User</th>
</tr>
</thead>
<tbody>
<tr>
<td>R²</td>
<td>11%</td>
<td>8%, 6%, 12%</td>
<td>12%</td>
</tr>
<tr>
<td>Cc</td>
<td>0.29</td>
<td>0.29, 0.24, 0.34</td>
<td>0.35</td>
</tr>
<tr>
<td>Slope</td>
<td>0.25</td>
<td>0.25, 0.18, 0.30</td>
<td>0.34</td>
</tr>
<tr>
<td>Δmean</td>
<td>0.24</td>
<td>0.02, 0.13, 0.11</td>
<td>0.05</td>
</tr>
<tr>
<td>Difference at 90%</td>
<td>50</td>
<td>10, 10, 10</td>
<td>10</td>
</tr>
<tr>
<td>PDF shape</td>
<td>Same</td>
<td>Same, same, same</td>
<td>Different</td>
</tr>
</tbody>
</table>

The ratio of energy associated with the S-wave and P-wave is dependent on the focal mechanism at the seismic source and the ratio of S-wave energy (Es) to P-wave energy (Ep) is regarded as an important indicator of the type of focal mechanism Cai et al (1998). In pure shear, the Es is considerably larger than Ep (Es/Ep > 20). For the tensile model, Sato (1978) has shown that Ep and Es are approximately equal. Gibowicz et al (1991) and (Gibowicz and Kijko (1994) suggest that when Es/Ep < 10, the source mechanism involves a tensile failure component, and Boatwright and Fletcher (1984) suggest pure shear corresponds with Es/Ep > 10. Hudyma and Potvin (2010) suggest that for events with Es/Ep < 3, the mechanism is non-shear. This is summarised in Table II.

Table II. Interpretation of Es/Ep values generally used in the mining industry

<table>
<thead>
<tr>
<th>Es/Ep</th>
<th>Mechanism interpretations</th>
</tr>
</thead>
<tbody>
<tr>
<td>&lt;1</td>
<td>Pure tensile</td>
</tr>
<tr>
<td>1–3</td>
<td>Non-shear</td>
</tr>
<tr>
<td>3–10</td>
<td>Mixed</td>
</tr>
<tr>
<td>&gt;10</td>
<td>Shear</td>
</tr>
</tbody>
</table>

The extent of scatter exhibited in the value comparison at all three of the different comparison levels is wide compared to the threshold values for the different mechanism classes shown in Table 2. For a large proportion of the databases, different source mechanisms would be assigned resulting from systematic differences. This is concerning as a lot of value is placed on this parameter in industry. Even more concerning is the fact that this also applies to the user comparison, which means that different mechanisms will be assigned to the same event processed by different users using the same software.

What is not clear from this study is whether the mean value of a larger population could provide a more robust indication of the general mechanism of rock mass response in a specific area in an absolute or comparative manner. In this study, the distribution of the Es/Ep for each of the sister datasets were similar. The standard deviation of the distributions may be dominated by system effects, whilst the mean value of a larger dataset could still be indicative of the dominant mechanism at the source of those events.

End users of the data are not equipped and seldom have the resources or knowledge to investigate or even question the validity of the parameters in their database. It is reasonable for the users of the data to expect a minimum level of robustness for standard and generally accepted parameters and to interpret these parameters in accordance with published studies.

The parameters in this study were all obtained in the standard ways used in the majority of the mining industry. Even though there might be differences in the approaches taken in calculating the parameters, one would expect some correlation between parameters from different approaches, yet we have found none. This fact undermines the confidence one can have in the Es/Ep parameter.

This is not criticism directed at the Es/Ep ratio at a fundamental level. Nor do we imply that the original studies suggesting the use of Es/Ep and the threshold values were flawed. We are implying that an end-user, taking the parameters at face value can now not have any confidence in the use of this parameter, unless it is restored with a study showing under what conditions and with which assessment methods it will be reliable. In other words, the end user of the data has a defeater for his believe in reliability of Es/Ep as an indicator of source mechanism.

The original and subsequent papers on the topic do not provide enough information regarding the system, software and algorithms, and as a result, we cannot restore confidence in the parameter by reverting back to the original studies.

Publication of studies in mining-induced seismicity requires more detail on the seismic systems used. This should include, for example, the frequency ranges of the sensors, some measure of planarity/spatial coverage by the array, software used for data processing and different assumptions made in the software or system configuration.

CONCLUSION

This paper investigated the inter-system seismic data consistency of mining-induced seismic data. The consistency of the data generally improved from the seismic system comparison level to the service provider comparison level to the user comparison level as each higher level includes the systematic error from lower levels.

Inconsistencies between the datasets may have a large impact on the interpretation and correctness of data analysis methods used in any quantitative assessment of mining-induced seismicity. Such techniques might have been successfully employed on a specific dataset within the context of site-specific experience and calibration, provided that the system does not change. Such knowledge would, however, not be transferable to another dataset.

This is especially true for the Es/Ep parameters, which seems to be highly inconsistent, where significant changes occur even at the user level study. These changes for all source parameters investigated are large enough to completely alter interpretation on an event-to-event basis. The Es/Ep is often used in the mining industry as an indicator of the source mechanism. This parameter, used on a single event, appears to be unreliable and should not be used. This study cannot make definitive conclusions on the diagnostic value of the mean Es/Ep value for larger datasets used on a comparative basis. This study, however, undermines the confidence in the diagnostic value of Es/Ep within the mining industry. The confidence in this parameter can only be restored after improving and demonstrating its robustness.

A sad consequence of this study is that it undermines the confidence in many previously performed studies simply because it is not possible to evaluate the correctness/robustness of the Es/Ep values used in these studies. Publication of studies in mining-induced seismicity requires more detail on the seismic systems used. This should include, for example, the frequency ranges of the sensors, some measure of planarity/spatial coverage by the array, software used for data processing and different assumptions made in the software or system configuration.
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