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Mining is not a spontaneous process. It induces stresses in the rockmass at particular place, at particular time and at particular rate, influencing the development of spatial and temporal correlations and interfering with the act of self-organisation. Some particular mining scenarios may therefore generate more favorable short term seismic response than others. It has been shown in one example of tabular sequential grid mining that periods of non-contiguous blasting of mining panels were associated with lower hazard than when blasting was done contiguously, irrespective of the rate of mining. Non-contiguous blasting at lower mining rate generated even more favorable conditions. These results confirmed previous observations of seismic rockmass response to production blasting associated with long-wall mining (Mendecki, 2001). The data sets also show the presence of long-term correlations, indicating the tendency for the local trend of lower seismic hazard to persist. It may be that mining scenarios that induce spatial heterogeneity prevent smoothing, de-correlate the system and are less likely to develop larger dynamic instabilities.

1 INTRODUCTION
One of the interesting concepts in the interpretation of seismic activity is the notion of self-organisation into subcritical state, state at which the correlation length becomes comparable with the system size and at which the system can develop and maintain reproducible relationships among its distant parts. It is assumed that the growth of long-range correlations within the rockmass allow for progressively larger events to be generated. Intermittently, correlations may reach or even exceed the size of the observed area, creating conditions conducive for large instabilities. An important agent in the development of spatial and temporal correlations is seismic activity itself. By breaking numerous asperities, seismic events smooth the system, allowing transfer of stresses over larger distances and thus paving the way for even larger events. Disorder, on the other hand, may play stabilizing role and, to degree, can be engineered into the system by scattered production blasting of disordered directions of local stresses and low loading rate, induced by the scattered mining environment, may also play role, since it promotes healing and thus stress roughening.

The objective of this paper is to demonstrate the differences in the short term seismic rockmass response to orderly, or contiguous, and disorderly, or non-contiguous, production blasting in deep level tabular sequential grid mining scenario. In addition the data set tests positive for the existence of long-term correlations, indicating the tendency for muted seismic response associated with non-contiguous and/or low rate mining to persist. For completeness, some consideration is given to the description of seismic potency, magnitude scales, the potency-frequency distribution and to the rescaled analysis.

2 SEISMIC POTENCY AND MAGNITUDE
Charles Richter observed that the logarithm of peak ground motion decayed with distance along parallel curves for different earthquakes (Richter, 1935). Thus, for an event with amplitude of displacement \( \bar{A} \), the difference \( \log \bar{A} - \log \bar{A}_0 \) would measure its relative size to a reference event with amplitude \( \bar{A}_0 \). Richter selected the reference earthquake with \( \bar{A}_0 = 10^{-3} \) meters recorded at the epicentral distance of 100 km and called it the local magnitude \( m_l = 0.0 \). All recordings were made with the narrow band Wood-Anderson seismometer with approximately 0.8 second period, so the maximum amplitude was always at the same frequency, and it applied to shallow earthquakes in California recorded at distances of 30 to 600 km. The local magnitude then is relative measure of the strength of seismic event and unit increase in magnitude corresponds to 10 fold increase in the amplitude of ground displacement. To be applied outside California the local magnitude scale requires calibration.

The magnitude scale was later extended by the introduction of surface-wave magnitude, \( m_s = \log \bar{A} + 1.656 \log \Delta + 1.818 \), where \( \bar{A} \) is the maximum horizontal component of the surface waves, with period of about 20s, in micrometers and \( \Delta \) is the epicentral distance; and body wave magnitude, \( m_B = \log(\bar{A}/T) + q(\Delta, h) \), where \( T \) is the period associated with the maximum body wave amplitude and \( q(\Delta, h) \) is the calibrating function to correct for path, including depth \( h \), and site effects (Gutenberg, 1945a; Gutenberg, 1945b). There is also duration magnitude, based on the assumption that the coda amplitude is function of time \( t_{c, d} \) measured between the origin time of an event and the tail end of its coda waves, \( m = 2.8 \log t_{c, d} + \text{constant } \) (Aki, 1969; Real and Teng, 1973; Aki, 1987).

The underlying intention of different magnitude definitions was to offer an equivalent measure to earthquakes radiating the same amount of energy. Today, the direct estimate of magnitude is performed routinely by national or regional seismological networks equipped with the low frequency sensors able to quantify larger earthquakes.

In most areas in the world the range of magnitudes of seismic events recorded in mines is not well covered by the regional or national seismological networks and it is difficult to calibrate their records against local magnitudes. Since the modern seismic systems deployed in mines derive source parameters from recorded waveforms, one can try to scale them with magnitude.

Gutenberg and Richter (1956) derived an empirical relationship between the radiated seismic energy \( E \) and the surface-wave magnitude of larger earthquakes
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\[
\log E = 1.5m + 4.8 \tag{[1]}
\]

or
\[
m = \frac{2}{3} \log E - 3.2 \tag{[2]}
\]

According to equation (1) unit increase in magnitude corresponds to an approximately 30 times increase in radiated energy. Although the relation (1) is empirical, the implied scaling \( m \sim \frac{1}{3} \log E \), can be explained for most moderate to large earthquakes in terms of simple dislocation model with constant stress drop, while very small earthquakes are likely to satisfy \( m \sim \log E \) (Haskell, 1964; Kanamori and Anderson, 1975). Since the determination of radiated seismic energy depends on the frequency bandwidth and the sensitivity of the monitoring system and because the frequency distribution of seismic waves changes with event size (Aki, 1967), the energy-based magnitude scale (2) struggles to represent small and large events adequately.

A more reliable and easy to determine parameter pertaining to the source is seismic potency \( P = \Delta \sigma V \) in \([m^3]\), where \( \Delta \sigma \) is the strain change at the source and \( V \) the source volume or, for a planar source, \( P = \pi a^2 d \) in \([m^3]\), where \( a \) is an average displacement and \( d \) the source area (King, 1978; Ben-Menahem and Singh, 1981). Potency is most frequently estimated from the amplitude of the low frequency displacement spectra \( \Omega_p \) of the recorded waveforms (Keilis-Borok et al., 1960)

\[
P_{(p,s)} = 4 \pi v_{(p,s)} R \Omega_{(0,p,s)} \Lambda_{(p,s)} \tag{[3]}
\]

where \( v_{(p,s)} \) is P or S-wave velocity, \( R \) is the distance from the source and \( \Lambda_{(p,s)} \) is the root-mean-square value for the radiation pattern of far-field amplitudes averaged over the focal sphere: \( A_p = 0.516 \) for P-waves and \( A_s = 0.632 \) for S-waves. Seismic potency is the primary parameter that can be derived from waveforms and it provides proper physical measure for the overall size of seismic event. Seismic moment is the product of rigidity \( \mu \) and potency, \( M = \mu P \) and it is an ambiguous measure for sources occurring at rock interfaces with different rigidities or for sources in thin layer of low rigidity, e.g. fault gouge, sandwiched in stiff rock (Heaton and Heaton, 1989). Since the linear elastic waves generated by shear dislocation have no information on material properties at the source, the potency is an objective observable scaling parameter for the size of an event (Ben-Zion, 2001).

The energy available for seismic radiation during shear dislocation \( u \) over the area \( A \) driven by the average stress \( \sigma \) can be approximated by \( E = \sigma uF = \sigma uM/\mu \), where \( \xi \) is the seismic efficiency. The product \( \xi \sigma \) is called apparent stress, \( \sigma_a = \xi \sigma \) (Wyss and Brune, 1968), which is considered model independent measure of stress release at the source. Seismic sources similar in terms of their potency may differ by up to two orders of magnitude in radiant energies, reflecting stress differences at the place and at the time of their occurrence (Mendeccki, 1993). Comparing \( E = \sigma_a P = \sigma_a M/\mu \) with equation (2) gives

\[
m = \frac{2}{3} \log P + \frac{2}{3} \log (\sigma_a) - 3.2 \tag{[4]}
\]

which, for the apparent stress of 15 bars = 15·10^9 Pa and \( \mu = 30 \text{ GPa} \), gives

\[
m = \frac{2}{3} \log P + 0.92 = \frac{2}{3} \log M - 6.06 \tag{[5]}
\]

Equation (5) is known as the moment-magnitude relation (Kanamori and Anderson, 1975; Kanamori, 1977; Hanks and Kanamori, 1979) and it is calibrated so that it is close to the surface wave magnitude \( m_s \). Similar relations between seismic moment and local magnitude were obtained earlier by Wyss and Brune (1968), Aki (1969) and Thatcher and Hanks (1973). Equations (4) and (5) assume constant apparent stress, in this particular case \( \log E = \log P + 6.176 \), which implies slope of 1.0 on the log \( E \) vs log \( P \) plot, which is not always supported by data. In more general case

\[
\log E = d \log P + c \tag{[6]}
\]

where \( d \) is the slope and the \( c \) intercept that measures the log \( E \) released by seismic event with log \( P \) = 0. In such case apparent stress scales with potency as \( \log \sigma_a = (d - 1) \log P + c \), and for \( d = 1 \) apparent stress is independent of potency, \( \sigma_a = 10^c \). For \( d > 1 \) apparent stress would increase with an increase in seismic potency. By combining equation (1) with (6) one obtains more general magnitude-potency relation

\[
m = \frac{2}{3} d \log P + \frac{2}{3} c - 3.2 \tag{[7]}
\]

or

\[
P = 10^{(1.5m - c+4.8)/d} \tag{[8]}
\]

The slope \( d \) of the log \( E \) vs log \( P \) plot of events recorded in hard rock mines is frequently reported to be higher than 1.0. Spottiswoode and McGarr (1975) calculated seismic moments, radiated energies and magnitudes of 24 events associated with deep level mining on the East Rand in SA from analog waveforms recorded at surface site above the mine. They confirmed the relation (1) for events in the magnitude range \( 0 \leq m \leq 3 \) and reported log \( M = 1.2m + 10.7 \) which, for \( \mu = 30 \text{ GPa} \), gives \( m = 0.833 \log P - 0.186 \) and, together with equation (1), gives log \( E = 1.25 \log P + 4.52 \). Mendeccki (1993) and van Aswegen and Butler (1993) analyzed high dynamic range digital waveforms of thousands of events in the range, \( -0.5 \leq m \leq 3.5 \), recorded underground on West Rand, Klerksdorp and Welkom gold mines. They reported log \( E = 1.5(\pm 0.1) \log (\mu P) - 10.5(\pm 0.5) \) which, for \( \mu = 30 \text{ GPa} \), gives log \( E = 1.5 \log P + 5.22 \) and log \( P = 0.28 \). A similar relation, \( m = \log P + 0.72 \), was obtained by Ben-Zion and Zhu (2002) for small earthquakes, \( m < 3.5 \), recorded by Abercrombie (1996) with 4.5Hz sensors located in a deep borehole in California. For data sets with larger events, \( m > 3.5 \), recorded by the TERRAscope/TriNet network they obtained \( m = 1.34 \log P + 1.22 \). The local magnitudes used by Ben-Zion and Zhu (2002) were determined independently by the Southern California Short-Period Network.

If the observed energies and potencies scale according to equation (6), one can estimate magnitudes from equation (7). Alternatively one can simply use log \( P \) as measure of magnitude - see Table 1. log \( P \) is simple, reliable, independent of rigidity and portable, therefore one can objectively compare events and seismic hazard between different mines.

3 POTENCY-FREQUENCY DISTRIBUTION

Combining the magnitude-frequency relation, log \( N (\geq m) = a - bm \), with equation (7), gives the following frequency-potency distribution

\[
\log N (\geq P) = \log a - \beta \log P \tag{[9]}
\]

that can be written as

\[
N (\geq P) = a P^{-\beta} \tag{[10]}
\]

where \( N (\geq P) \) is the number of events with seismic potency not smaller than \( P \), \( a = 10^{2\alpha-4.5}\) and \( \beta = \frac{\gamma}{d} \). The parameter \( a \) measures the number of events with potency
not smaller than one, \( a = N(P \geq 1) \). The single largest expected event would have a potency \( P_{\text{max}} \) that corresponds to \( \log 1 - \log a - \beta \log P_{\text{max}} \), thus

\[
P_{\text{max}} = a^{1/\beta} = P_{\text{min}} [N(\geq P_{\text{min}})]^{1/\beta} \quad [11]
\]

where \( P_{\text{min}} \) is the minimum potency above which the data set is complete and defines the sensitivity of the monitoring system. The mean recurrence time of events with potency not smaller than \( P \) is

\[
\bar{t}(\geq P) = \frac{\Delta t}{N(\geq P)} = \frac{\Delta t}{a P^{-\beta}} \quad [12]
\]

where \( \Delta t \) is the period of observation. The equation (10) represents power law distribution of \( P \). Similar power law relations may be derived for the radiated seismic energy \( E \) and for the source area \( A \). Power law is an example of “wild” or “fat-tail” distributions, where large events are much more likely to occur than if the distribution was “mild” or “thin-tail”, e.g. exponential. A power law also implies scale invariance or the lack of a characteristic scale and, as consequence, puts no prior limit on the maximum event size.

In general the \( \beta \)-value is influenced by rockmass and stress heterogeneity, the level of stress and the stiffness of the system under consideration. The rockmass heterogeneity depends on the spatial distribution of sizes, and distances between, strong and/or stressed and weak and/or de-stressed patches of rock where seismic sources may be stopped and nucleate. In general, for the same stiffness, an increase in rock heterogeneity results in higher \( \beta \)-value, since it is more likely that an initiated rupture be stopped by soft or hard patch before growing into larger event (Mogi, 1962; Iizutani, 1984; Mori and Abercrombie, 1997).

The explanation that \( \beta \)-values tend to be lower in high stress areas is based on similar reasoning, namely, that rupture once initiated grows larger in high stress environments. If one assumes that the time of rupture of larger events is controlled by strong and highly stressed patches within the rockmass, seismic hazard should then be calculated on the basis of magnitude-frequency data selected from these areas only, as determined by the contours of energy index, seismic stress or modeled stress, instead of from the entire volume (Wiemer and Wyss, 1997).

Stiffness can be described as the ability of the system to resist deformation with increasing stress. The stiffer the loading system the higher the \( \beta \)-value (van Aswegen and Mendecki, 1999; Mendecki et al., 1999). This observation does not contradict reports on decreasing \( \beta \)-value with increasing stress (Scholz, 1968), since there is general loss of stiffness with increasing stress during strain hardening regime. Experimental studies on rock samples in triaxial conditions show decrease in \( \beta \)-value of acoustic emission events with both the differential stress and with the confining pressure during all stages of stress-strain behavior, including the post peak strain softening regime (e.g. Amitrano, 2003). In the absence of significant tectonic stress, intermediate and large seismic events usually occur after considerable mining has taken place in the area, degrading the stiffness of the system.

From (10) the cumulative distribution function, \( F(P) \), and the probability of having an event with potency not greater than \( P > P_{\text{m-0}} \) is

\[
\Pr(\leq P) = F(P) = \frac{N(\leq P)}{N(\geq P_{\text{min}})} = 1 - \frac{P_{\text{min}}^\beta}{P^{-\beta}} \quad [13]
\]

The probability density function of potency frequency distribution \( f(P) \) is defined as

\[
f(P) = \frac{d}{dP} F(P) = \beta P_{\text{m-0}}^{\beta - 1} \quad [14]
\]

The probability of having a seismic event within the potency range \((P_1, P_2)\) is

\[
\Pr(P_1, P_2) = P_{\text{m-0}}^{\beta} \left( P_1^{-\beta} - P_2^{-\beta} \right) \quad [15]
\]

and the potency produced in this range can be calculated from

\[
P(P_1, P_2) = N \int_{P_1}^{P_2} f(P) dP \quad [16]
\]

where \( N = N(\geq P_{\text{m-0}}) = a P_{\text{m-0}}^{\beta} \). For \( \beta \neq 1 \) the integral (16) gives

\[
P(P_1, P_2) = \frac{\alpha \beta}{1 - \beta} \left( P_2^{1-\beta} - P_1^{1-\beta} \right) \quad [17]
\]

and for \( \beta = 1 \)

\[
P(P_1, P_2) = a \ln \frac{P_2}{P_1} \quad [18]
\]

For \( \beta < 1 \), the \( \lim_{P_2 \to 0} P_2^{1-\beta} < \infty \), and one can consider extrapolating the potency produced below the \( P_{\text{m-0}} \) from \( P \to 0 \) to \( P_2 \to \infty \)

\[
P(0, P_2) = \frac{\alpha \beta}{1 - \beta} P_2^{1-\beta} \quad [19]
\]

For \( \beta > 1 \), the \( \lim_{P_2 \to \infty} P_2^{1-\beta} < \infty \), and one can extrapolate seismic release from the finite \( P_1 \) to \( P_2 \to \infty \)

\[
P(P_1, \infty) = -\frac{\alpha \beta}{1 - \beta} P_1^{1-\beta} \quad [20]
\]

It is obvious now that the power law distribution with a given exponent \( \beta < 1 \) that holds for small and intermediate events can not be extended with the same exponent to infinity, because it would require that an infinite amount of potency be produced from the rockmass. If the distribution for the largest events is indeed power law then it must have an exponent \( \beta > 1 \).

For \( \beta < 1 \), the following ratio quantifies the portion of seismic inelastic deformation below \( P_{\text{m-0}} \) that, if already produced by the rockmass, is missing because it could not have been recorded due to the limited sensitivity of the seismic monitoring system or, it has been produced aseismically

\[
\frac{P(0, P_{\text{min}})}{P(P_{\text{min}}, P_{\text{max}})} = \frac{P_{\text{m-0}}^{1-\beta}}{P_{\text{max}}^{1-\beta} - P_{\text{min}}^{1-\beta}} \quad [21]
\]
In general, the ratio (21) increases with an increase in the β-value and with decrease in the range \( P_{\text{max}} - P_{\text{min}} \). Theoretically, the missing portion can be as low as fraction of percent for large range potency and low β or, it may be quite considerable in the opposite case – see Figure 1.

\[ \sum_{t_j \geq t_0} P(t_j) \leq V_m(t_0) \] \[ B(t) = V_{\text{eff}}(t) - \sum_{t_j \geq t} P(t_k) \Theta(t - t_k) \] \[ \sum_{t_j < t} P(t_k) \Theta(t - t_k) = \frac{\alpha \beta}{1 - \beta} P_{\text{max}}^{1 + \beta} \] \[ P_{\text{max}} \left[ V_{\text{eff}}(t) \right] = \left[ \frac{1 - \beta}{\alpha \beta} V_{\text{eff}}(t) \right]^{1/\beta} \]

The effective volume mined \( V_{\text{eff}}(t) \) would close the deficit of deformation. The interpretation of equation (25) is straightforward: \( P_{\text{max}} \) increases with \( V_{\text{eff}} \) and, for a given \( V_{\text{eff}} \) the more potency that has been produced to date, meaning higher \( \alpha \) and lower \( \beta \) in the potency-frequency distribution, the less is to be released to close the deficit, therefore the \( P_{\text{max}} \) gets lower. Scaling, for a given \( V_{\text{eff}} \) follows similar logic: for \( \beta \) as low as 1/3, the maximum possible potency scales with the effective volume mined as \( P_{\text{max}} \sim V^{1/3} \) for \( \beta = 1/2 \), \( P_{\text{max}} \sim V^{1/2} \) and, for \( \beta = 2/3 \), \( P_{\text{max}} \sim V^{1/3} \).

Relations (23) and (25) are based on few assumptions that may limit their applications. Firstly, they imply that one knows the total potency produced due to mining in given area. In practice, however, one can at best account only for that portion of seismic potency which has been released since the introduction of the monitoring system. Secondly, they assume that all inelastic deformation is seismic, or that it can be derived from seismic measurements. In reality, seismic system measures only that portion of the inelastic deformation which is associated with seismic radiation and which is within the limits of its sensitivity. Extrapolating the potency-frequency relation down to zero by means of equation (21) does not account for all aseismic deformation.

Thirdly, the relation (25) assumes that the only stress acting in the area is the one induced by the particular volume mined, which may not be the case in scattered mining scenarios or in the presence of tectonic stresses.

Figures 2 to 5 and Table 2 document an example of seismic response to different ways of production blasting at section of the Mponeng mine, where high resolution seismic and production data are available for the period 01Sept’03 to 15Feb’04.

\[ \text{FIG. 1} \quad \text{The portion of potency below the threshold of the monitoring system, } P(P_{\text{max}}), \text{ as percentage of the total observable potency, } (P_{\text{max}} - P_{\text{min}}), \text{ shown as function of the observable potency range, } \log P_{\text{min}} - \log P_{\text{max}} \text{ - see equation (21)} \]

\[ \text{FIG. 2} \quad \text{The plan view of the area at the Mponeng mine showing panels progressing west (to the left). Circles are seismic events recorded between 1 Sept’03 and 15 Feb’04. Spheres are the four largest events with } \log P = 1.2, 1.1, 1.2, 1.0 \text{ respectively, that occurred in this area within the period 15 Feb to 05 June’04.} \]

The entire time span was divided into 6 periods on the basis of the type of production blasting (contiguous or non-contiguous), stoppages of production and the timing of the largest events (preferably at the end of the period). The first and the sixth periods are associated with production by blasting predominantly non-contiguous panels, the fifth
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period coincides with Christmas with hardly any mining, while during other periods blasting was mainly contiguous - see Figure 3.

![Figure 3](Image)

**FIG. 3** Balance $B(t)$ of volume mined, backfilled and seismic potency for 166 days of mining $\Delta V = 2 \times 10^6 \text{ m}^3$ volume of rock. Volume mined at each production blast is measured upwards and marked with thick lines for contiguous and thin lines for non-contiguous extraction. Backfill, measured downwards, is placed immediately after production blasts and is assumed to have 10% compaction. Seismic potency associated with each event is measured downwards.

<table>
<thead>
<tr>
<th>Period</th>
<th>I</th>
<th>II</th>
<th>III</th>
<th>IV</th>
<th>V</th>
<th>VI</th>
</tr>
</thead>
<tbody>
<tr>
<td>$V_{mt}$, [m$^3$]</td>
<td>497</td>
<td>799</td>
<td>599</td>
<td>641</td>
<td>47</td>
<td>684</td>
</tr>
<tr>
<td>$\Delta t$, [day]</td>
<td>15</td>
<td>35</td>
<td>26</td>
<td>30</td>
<td>14</td>
<td>46</td>
</tr>
<tr>
<td>$V_{mt} / \Delta t$</td>
<td>33</td>
<td>23</td>
<td>23</td>
<td>21</td>
<td>3</td>
<td>15</td>
</tr>
<tr>
<td>$N(\geq P_{min})$</td>
<td>513</td>
<td>641</td>
<td>280</td>
<td>237</td>
<td>61</td>
<td>249</td>
</tr>
<tr>
<td>$\Sigma P$, [m$^3$]</td>
<td>12</td>
<td>37</td>
<td>18</td>
<td>70</td>
<td>17</td>
<td>10</td>
</tr>
<tr>
<td>$\log P_{max}$</td>
<td>0.4</td>
<td>1.2</td>
<td>0.9</td>
<td>1.6</td>
<td>0.9</td>
<td>0.3</td>
</tr>
<tr>
<td>$\log P_{max-t}$</td>
<td>0.0</td>
<td>0.4</td>
<td>0.5</td>
<td>0.8</td>
<td>0.2</td>
<td>0.1</td>
</tr>
<tr>
<td>$\alpha$</td>
<td>7.9</td>
<td>12.5</td>
<td>6.6</td>
<td>6.2</td>
<td>2.7</td>
<td>4.7</td>
</tr>
<tr>
<td>$\beta$</td>
<td>0.52</td>
<td>0.49</td>
<td>0.47</td>
<td>0.45</td>
<td>0.39</td>
<td>0.49</td>
</tr>
<tr>
<td>$\log P_{max}$</td>
<td>1.7</td>
<td>2.2</td>
<td>1.8</td>
<td>1.8</td>
<td>1.1</td>
<td>1.4</td>
</tr>
<tr>
<td>$K_r$, [GPa]</td>
<td>51</td>
<td>15</td>
<td>44</td>
<td>26</td>
<td>124</td>
<td>88</td>
</tr>
<tr>
<td>$\log P_{max}$</td>
<td>1.6</td>
<td>1.6</td>
<td>1.9</td>
<td>1.9</td>
<td>1.7</td>
<td>2.3</td>
</tr>
</tbody>
</table>

4.1 Discussion

Seismic hazard measured by the largest observed magnitude $m_{max} = \log P_{max}$ by the second largest observed magnitude $m_{max-1} = P_{max-1}$, by the $\beta$-value, by the maximum expected magnitude, $m_{max} = \log P_{max}$ by the total potency, by the totality per unit of volume mined and by the total radiated energy was higher during periods of mining by blasting contiguous panels. The biggest differences between the largest expected event magnitude predicted by the power law, $\log P_{max}$ and the largest observed one, $\log P_{max}$, are derived for periods of non-contiguous blasting. As time progresses, the $\beta$-value, calculated on cumulative time periods, drops and the expected maximum event size increases to $\log P_{max} = 3.3$, while the observed events remained small.

The rate of mining, $V_{mt} / \Delta t$, ranged from 3 to 33 m$^3$/day and did not correlate with seismic hazard. Note that although the highest rate of mining was in the first period, where non-contiguous panels were blasted, seismic hazard remained low. The first larger event, $\log P > 1.0$, occurred only at the end of the second period, on the 20 October 2003.

During the periods of contiguous blasting the largest events tended to occur when the net balance $B(t)$ increased by approximately 50 m$^3$.

Seismic stiffness, $K_r = 4\xi(\Sigma P)^2$ maintained its highest level during the periods of non-contiguous blasting, with the exception of Dec 16 to Dec 30, when mining was practically suspended. The maximum event size resulting from the effective volume mined in a particular time period, $\log P_{max}$ does not correlate with the way of blasting nor with the rate of mining, but it offered more realistic estimates. For the whole data set the $\log P_{max}$ = 1.8 and for cumulative periods:

$\log P_{max}(1\text{Sept}-21\text{Oct}) = 1.6$,
$\log P_{max}(1\text{Sept}-16\text{Nov}) = 1.7$,
$\log P_{max}(1\text{Sept}-16\text{Dec}) = 1.8$,
$\log P_{max}(1\text{Sept}-30\text{Dec}) = 1.7$.

5 PERSISTENCE OF SEISMIC RELEASE

Many properties of seismic activity indicate a hierarchical organization, suggesting connection among events in space and in time. A suggested mechanism is the stress transfer due to loading, including seismicity itself, and the scale invariant fracturing of rock due to self-organization (Bak et al., 2002). The short term and small spatial limit of general hierarchical phenomenon is the Omori law, which states that immediately after major shock, e.g., large seismic event or production blast, the frequency of events first jumps up and then decays with time according to power law. In fact, in deep level gold mines the most seismic energy is released within few hours after the production blasts. In some cases the rate of convergence and associated seismic activity that follows the daily production blasts increases during the working week. This suggests that the stress relaxation processes may be slower than the cycle of face advance (Hodgson, 1967; McGarr, 1971). Kijko et al. (1993) detected similarities in probability patterns between clusters of seismic activity separated by more than 1000 meters, suggesting that the range of spatial correlations may be comparable with the size of the mine. These and other factors may generate long term correlations in the system that result in non-periodic cyclical patterns of seismic release. This long-term memory leads to persistence of the process which means that quiet days tend to be followed by quiet days and active days by active days. Such correlations may be destroyed by very large event, that tends to de-correlate part of, or the whole system almost instantaneously, or by change in the loading conditions, in which case the change in the response of the system would be gradual.

Detection of long-term correlations in data is not simple task. Long term correlations can be masked by trends: uncorrelated data may, in the presence of long term trends, look like correlated data and, conversely, long-term correlated data may look like uncorrelated data influenced by trend. It is therefore advisable to detrend the data set before analysis. It is also advisable to perform the analysis on the cumulative functions, because it suppresses the high frequency oscillations that may obscure the long-term behaviour.

A frequently used method for detection of long term correlations in data is the rescaled range or R/S analysis (Mandelbrot and Wallis, 1969), which is based on hydrological work by Hurst (1951). Applied to the potency, the R/S analysis looks for persistence in the data set, particularly that the ratios $R/S$ are related to the Hurst exponent $H$, which is a measure of the degree of persistence or anti-persistence in the data.

$$R/S = \frac{\sum_{i=1}^{n} (S_i - \bar{S})}{\sum_{i=1}^{n} |S_i|/\bar{S}}$$

Where $S_i$ is the cumulative sum of the data set and $\bar{S}$ is the mean of $S_i$ over the entire data set. The Hurst exponent $H$ is then given by

$$H = \frac{\log R/S}{\log (1/\gamma)}$$

where $\gamma$ is the number of points in the data set and $\log$ is the natural logarithm. The value of $H$ varies from 0 to 1, with $H = 0.5$ indicating no persistence or anti-persistence in the data. Values of $H > 0.5$ indicate persistence, while values of $H < 0.5$ indicate anti-persistence.
FIG. 4  Log potency-frequency distributions for each of the time periods indicated in Figure 3

FIG. 5  Log potency-frequency distributions for the cumulative periods starting on 1 Sept'03
method calculates the standard deviation \( s_d(\Delta t) \) of the potency produced over the interval \( \Delta t \) and the range \( R \) of deviation \( d \), \( R(\Delta t) = \max(d) - \min(d) \), of the cumulative potency function \( P(\Delta t) = \sum_{i=1}^{n} P(t_i) \circ (t_i - \theta) \) from its average trend approximated by the straight line fitted to this function. For different time intervals there are different straight line fits and different ranges of deviations. The ratio \( R/s \), averaged over all intervals of length \( \Delta t \) is called the rescaled range and for large \( \Delta t \) it scales as

\[
\frac{R(\Delta t)}{s_d(\Delta t)} = (a \cdot \Delta t)^H \quad [26]
\]

where \( H \) is the similarity index or the Hurst exponent and \( a \) is scale factor. Having determined \( H \) and \( a \) for the entire catalog of available data and assuming that the standard deviation \( s_d(\Delta t) \) will remain constant, one can estimate the expected range of the potency generated by the system \( R(\Delta t) \) as function of the span \( \Delta T \) into the future (Lomnitz, 1994)

\[
R(\Delta T) = s_d(\Delta t) (a \cdot \Delta T)^H \quad [27]
\]

The \( R/S \) method of estimating the Hurst exponent is susceptible to spurious detection of the apparent long term correlation that is an artifact of non-stationarity. An improved variant of this method called Detrended Fluctuation Analysis (DFA) developed by Peng et al. (1994) and described in Appendix A.1 avoids this problem (Huetal., 2001). A procedure to forecast the range of potency produced \( R(\Delta T) \) to be expected within a period of \( \Delta T \) days after the last measurement, based on DFA, is given in Appendix A.2. The Hurst exponent offers an interesting interpretation (Mandelbrot, 2002; Goltz, 1997):

- \( H = 0.5 \) - lack of correlations, characteristic of white noise, it means that the successive steps in the underlying time series are independent - a random walk. The best prediction is the last measured value.
- \( H > 0.5 \) - positive correlations, it means the local trend will persist. The best prediction is based on the extrapolation of the trend. For most natural processes, like earthquakes or rainfall, \( H = 0.72 \pm 0.2 \).
- \( H < 0.5 \) - anti-correlations, it means the reversal of the trend or anti-persistence. The best prediction tends to the mean value.

It is frequently assumed that the Hurst exponent and the fractal dimension \( D \), that measure the roughness of the space, then, for one-dimensional space, \( D = 2 - H \), but only for self similar data sets.

A larger Hurst exponent means a lower fractal dimension which is characteristic of a smoother process. Likewise, a smaller Hurst exponent means a higher fractal dimension and correspondingly a rougher process. For small earthquakes, whose spatial structure in a given volume is fractal, the fractal dimension is expected to be correlated with the \( b \)-value of the frequency-magnitude distribution as \( D = 2b \) (Aki, 1981; Wyss et al., 2004). For the frequency-potency distribution, with \( b = 1.5B \) the fractal dimension would scale as \( D = 3B \) and, consequently, for one-dimensional space, \( H = 2 - 3B \).

Figure 6 shows Hurst graphs of the cumulative potency and the balance \( B(t) \) for the entire data set of 166 from 1 Sep '03 to 15 Feb '04. The linear character of the Hurst graph indicates a power law scaling and its slope is the Hurst exponent. The exponent for cumulative potency is high, \( H = 0.825 \) and, if correct, would indicate a well established persistent behaviour, implying that the current trend of potency production will tend to continue regardless of short-term changes to the way production blasting. The Hurst exponent for the balance is lower, \( H = 0.637 \), indicating a rougher process, but sufficiently above 0.5 to expect a degree of persistence. The roughness of the balance, in relation to potency, may result from the fact that it incorporates data on two competing processes, namely, on excavation and on resulting seismic deformation.

Figure 7 shows the cumulative potency and the balance \( B(t) \) for the entire data set, the trend and the forecasted range of these parameters for 7, 30, 60 and 90 days ahead. For 30 days ahead, the estimated range of potency produced is 17.2 m\(^3\) which, if delivered in a single seismic event, corresponds to \( \log P = 1.2 \). For 60 days ahead, the forecasted range of potency is 30.5 m\(^3\) (\( \log P = 1.5 \)) and for 90 days 42.6 m\(^3\) (\( \log P = 1.6 \)). Note that the mean recurrence time for events with \( \log P > 1.2 \), \( \log P > 1.5 \) and \( \log P > 1.6 \), given by the potency-frequency statistics for the whole period, are 15, 21 and 23 days respectively - see Figure 5. The forecasted range for the balance is also lower than the observed one and over the next 30 days it is forecasted at 19.05 m\(^3\), over 60 days at 29.64 m\(^3\) and over 90 days at 38.38 m\(^3\).

For a few months after 15 Feb '04, mining continued by blasting predominantly a single panel or two non-contiguous panels. Experience with sequential grid mining shows that the larger events are generated rather later in the cycle, when mining spars gets bigger. In this case, however, the subdued seismic response persisted. The following four largest events recorded in the area within three months after 15 Feb '04 were clearly smaller than predicted by the frequency-potency distribution and even smaller than forecasted by the Hurst statistics: \( \log P = 1.2 \) on March 14, \( \log P = 1.1 \) on March 26, \( \log P = 1.2 \) on May 03, \( \log P = 1.0 \) on June 05 - see Figure 2.
FIG. 7 The cumulative potency (top) and the balance B(t) (bottom) for the whole period of 166 days. The straight line represent trend imposed by the existing data and the little triangles indicate the expected range of values at 7, 30, 60 and 90 days ahead.

6 SUMMARY

It has been shown that the short term hazard associated with spatially disordered non-contiguous blasting of mining panels was lower than when blasting proceeded contiguously, irrespective of the rate of mining. Non-contiguous blasting at a lower mining rate generated even more favorable conditions. These results confirmed the previous observations of seismic rockmass response to production blasting associated with long-wall mining. The data sets also show the presence of long-term correlations, indicating the tendency for the local trend of lower seismic hazard to persist. It may be that mining scenarios that induce spatial heterogeneity prevent smoothing, de-correlate the system and are less likely to develop larger dynamic instabilities.
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APPENDIX 1:

Detrended Fluctuation Analysis and the Hurst Exponent

1. Divide a given time series $X_{j}$ of length $L$ into $n$ sub-series of length $m = 1, 2, ..., n$.
2. Create the cumulative time series $Y_{n} = \sum_{i} X_{i}$, for $i = 1, ..., n$ and $m = 1, 2, ..., n$.
3. For each sub-series $Y_{n}$:
   - fit the least squares line, $Y(x) = a_{n}x + b_{n}$ to the points: $(1, Y_{1})$, $(2, Y_{2})$, ..., $(n, Y_{n})$
   - calculate the standard deviation of the detrended time series

$$s_{d}(m) = \sqrt{\frac{1}{n} \sum_{i=1}^{n} (Y_{i,m} - a_{m}i - b_{m})^{2}}.$$  

4. Average the standard deviations over all sub-series for the current value of $n$

$$\bar{s}_{d}(n) = \frac{1}{n} \sum_{m=1}^{n} s_{d}(m).$$

5. Fit a straight line to $\log s_{d}(n)$ vs $\log(n)$: $\log s_{d}(n) = H \cdot (\log(n) + \log(a))$. A linear dependence of $\log s_{d}(n)$ on $\log(n)$ indicates a power law scaling $s_{d}(n) = (a \cdot n)^{H}$, where $H$ is the Hurst exponent and $a$ is a constant scale factor.

Algorithm 2:

Estimating the Range of the Future Potency

2. Fit a straight line $c \cdot i + d$ to the whole cumulative potency series $Y$.
3. Convert the time interval $\Delta T$ of the forecast into number of terms $n$ in the cumulative potency time series (NB: the terms of the input cumulative potency time series are supposed to be equally spaced in time).
4. Use the scaling relation $s_{d}(n) = (a \cdot n)^{H}$ to estimate the average standard deviation of the detrended series for this value of $n$.
5. Extrapolate the cumulative potency series beyond the last term $Y$, by means of the slope of $Y + m = Y + c \cdot \Delta T$ (using the slope $c$ of the global linear fit to the cumulative series).
6. Look up from the table of confidence level intervals in terms of standard deviations. The factor $f$ corresponds to the required accuracy of the forecast, e.g., factor $f = 1$ gives 68.3% confidence level, factor $f = 2$ gives 95.4% confidence level. Compute the spread, $spread = f \cdot s_{d}$.
7. The expected minimum and maximum values of the cumulative potency produced for the said period of time are obtained as $Y_{n} + n \pm spread$ respectively.